Abstract—This paper derives sufficient conditions for a single-input single-output fuzzy system whose output is convex with respect to its input. They are composed of two parts: the constraint on input membership functions and the constraint on the THEN parts of fuzzy rule base. And we prove in a constructive manner that any continuously differentiable single-input single-output convex function can be approximated with any degree of accuracy by a single-input single-output fuzzy system with the above conditions.

I. INTRODUCTION

We often encounter the real problems that deal with the convex input-output relationship. In the field of Computer Aided Geometric Design, convexity preserving interpolation [1]-[4] is popular and practically important in modeling the surface of the objects. In the car body modeling as an example, its surface is required to be convex (or concave) and contain no wiggles. Another example is a diode, one of the elementary nonlinear electronic elements [5]. In the forward-bias operation region, the i-v relationship of a diode is approximated by \( i = I_s(e^{v/nV_T} - 1) \) where \( I_s \) is the saturation current, \( V_T \) is the thermal voltage and \( n \) is the constant that depends on the material and the diode structure. Because the i-v relationship is roughly represented by an exponential form, it shows that a diode has the convexity between the given current \( i \) and the voltage \( v \). In [6], S. Osowski used a piecewise-linear convex model for the diode, which is important from the practical point of view. Likewise, when we model a diode using the fuzzy model, it is desired that the fuzzy model preserves the convex relationship between the voltage (input) and the current (output). This type of fuzzy system whose output is convex with respect to its input is called a convex fuzzy system (CFS) [7].

In recent years, researchers stated to consider the convexity in a fuzzy system. In [8], Park developed sufficient conditions that realize a single-input single-output (SISO) CFS. Using a modified gradient descent-based adaptation algorithm, he formulated a fuzzy parameter identification method so that the CFS converges to the given convex target function. In [7], Kim et al. derived sufficient conditions for the zeroth-order and for the first-order SISO convex Takagi-Sugeno-Kang (TSK) fuzzy systems and formulated a least squares (LS) based identification method for a convex function. In these papers, the CFSs are shown to perform better than conventional fuzzy systems in robustness properties to insufficient and noisy data pairs. In this paper, we derive sufficient conditions on input fuzzy membership functions and the THEN parts of fuzzy rule base for SISO CFS.

From the above results, an important question arises: Can a given type of SISO CFS approximate a SISO convex function? If a given CFS is identified as the universal approximator to a convex function, then it will make a good model in the practical systems that have convex input-output relationship. Many papers and books prove that the fuzzy system is a universal approximator to any continuous function or smooth function (e.g., [9]-[22]). For example, Wang [9] proved that a fuzzy system with gaussian membership functions, center average defuzzifier and product inference engine is able to serve as an universal approximator to any continuous function. Using polynomial and Weierstrass approximation theorem [23], H. Ying [19] proved that a Takagi-Sugeno-Kang (TSK) type fuzzy system is also a universal approximator to any continuous function. In this paper, we introduce a constructive manner how to design a fuzzy system constrained by the convexity and prove that the generated SISO CFS can approximate the continuously differentiable SISO convex function.

This paper is organized as follows: Section II suggests sufficient conditions for a fuzzy system to have the convex input-output relationship. Section III show that SISO CFS can serve as universal approximator of any continuously differentiable SISO convex function. Section IV gives the examples to design SISO CFS and Section V makes conclusions.

II. SINGLE-INPUT SINGLE-OUTPUT CONVEX FUZZY SYSTEMS

Some definitions are given to formally describe a CFS.

Definition 1: (Convex Set [24]) A set \( U \) is convex if the line segment between any two points in \( U \) lies in \( U \), i.e., if for any \( x_1, x_2 \in U \) and any \( \lambda \) with \( 0 \leq \lambda \leq 1 \), we have
\[
\lambda x_1 + (1 - \lambda)x_2 \in U.
\]

Definition 2: (Convex Function [24]) A function \( f \) is convex if \( U \) is convex set and if for any \( x_1, x_2 \in U \), and \( \lambda \)
with $0 \leq \lambda \leq 1$, we have

$$f(\lambda x_1 + (1 - \lambda) x_2) \leq \lambda f(x_1) + (1 - \lambda) f(x_2).$$

If a fuzzy system satisfies the definition of convex function, it is called a CFS.

Consider a SISO fuzzy system whose IF-THEN rules are of the following form:

$$R^l : \text{IF } x \text{ is } A^l \text{ THEN } y \text{ is } B^l$$

where $A^l$ and $B^l$ are finite complete [9] fuzzy sets in $U$ and $1 \leq l \leq M$ is an index for rule base.

The output of a SISO fuzzy system with singleton fuzzifier and center average defuzzifier is given as

$$y = f(x) = \frac{\sum_{i=1}^{M} \bar{y}^l \cdot \mu_{A^l}(x)}{\sum_{i=1}^{M} \mu_{A^l}(x)}$$

where $\mu_{A^l}(x)$ is the membership function that characterizes the fuzzy set $A^l$ and $\bar{y}^l$, what we call a consequent part parameter, is the center of $B^l$.

We now derive sufficient conditions for the SISO fuzzy system to become convex [7], [8]. Here, the notations and shape of the triangular membership function used in this paper are depicted in Fig. 1.

Fig. 1. The $p$th triangular membership function and its notations.

**Theorem 1:** (Sufficient conditions for a SISO CFS) The output of the fuzzy system (2) with triangular membership functions is convex with respect to $x$ if the following conditions are satisfied:
1. $\bar{x}^p < \bar{x}^q$ for $1 \leq p < q \leq M$
2. $\bar{x}^p = \bar{x}^{(p+1)L}$ and $\bar{x}^{p+1} = \bar{x}^{pR}$ for $1 \leq p \leq M - 1$
3. $\bar{y}^l \leq \bar{x}^{p+1} - \bar{x}^p \bar{y}^p + \bar{x}^{p+1} - \bar{x}^{p+1} \bar{y}^p + \bar{x}^{p+1} - \bar{x}^{p+2} \bar{y}^p + \bar{x}^{p+1} - \bar{x}^{p+2} \bar{y}^p$ for $2 \leq p \leq M - 1$

**Proof:** If $\bar{x}^p < x < \bar{x}^{p+1}$ for $1 \leq p \leq M - 1$, then input $x$ is covered by only two triangular membership functions $\mu_{A^p}(x)$ and $\mu_{A^{p+1}}(x)$. That is, $\mu_{A^r}(x) = 0$ for $r \neq p$ and $r \neq p + 1$ (Fig. 2).

Thus (2) is changed to

$$f(x) = \frac{\sum_{i=p}^{p+1} \bar{y}^l \cdot \mu_{A^l}(x)}{\sum_{i=p}^{p+1} \mu_{A^l}(x)} = \frac{\bar{y}^p \cdot \mu_{A^p}(x) + \bar{y}^{p+1} \cdot \mu_{A^{p+1}}(x)}{\mu_{A^p}(x) + \mu_{A^{p+1}}(x)}.$$ (3)

Inserting (4) and (5) to (3) gives

$$f(x) = \frac{\bar{y}^p \cdot \bar{x}^{p+1} - \bar{x}^p + \bar{y}^{p+1} \cdot \bar{x}^{p+1} - \bar{x}^p}{\bar{x}^{p+1} - \bar{x}^p}$$

Inserting (4) and (5) to (3) gives

$$f(x) = \frac{\bar{y}^p \cdot \bar{x}^{p+1} - \bar{x}^p + \bar{y}^{p+1} \cdot \bar{x}^{p+1} - \bar{x}^p}{\bar{x}^{p+1} - \bar{x}^p}$$

where

$$a = \frac{\bar{y}^{p+1} - \bar{y}^p}{\bar{x}^{p+1} - \bar{x}^p}$$

and

$$b = \frac{\bar{y}^p \bar{x}^{p+1} - \bar{y}^{p+1} \bar{x}^p}{\bar{x}^{p+1} - \bar{x}^p}.$$ (6)

Once $\bar{x}^p$, $\bar{x}^{p+1}$, $\bar{y}^p$, and $\bar{y}^{p+1}$ are given, then $a$ and $b$ become constants. Thus, for $1 \leq p \leq M - 1$, $f(x)$ is a straight line function with respect to $x$ between $\bar{x}^p$ and $\bar{x}^{p+1}$ (Fig. 3).
If \( x = \bar{x}^p \), then \( \mu_{A^r}(x) = 1 \) for \( r = p \) and \( \mu_{A^r}(x) = 0 \) for \( r \neq p \). Thus (2) is given by
\[
f(\bar{x}^p) = \bar{y}^p.
\]

To be convex, the set of points \((\bar{x}^p, \bar{y}^p)\) for \(1 \leq p \leq M\) must satisfy the following property (Fig. 4) [25]:
\[
slope(\bar{A}B) \leq \slope(\bar{A}C) \leq \slope(\bar{B}C).
\]

![Fig. 4. Three vertices in three-cord property.](image)

By using the relationship between \( \slope(\bar{A}B) \) and \( \slope(\bar{B}C) \), the following inequality can be derived:
\[
\frac{f(\bar{x}^p) - f(\bar{x}^{p-1})}{\bar{x}^{p-1} - \bar{x}^p} \leq \frac{f(\bar{x}^{p+1}) - f(\bar{x}^p)}{\bar{x}^{p+1} - \bar{x}^p} \leq \frac{\bar{y}^{p+1} - \bar{y}^p}{\bar{x}^{p+1} - \bar{x}^p} \leq \frac{\bar{y}^p - \bar{y}^{p-1}}{\bar{x}^{p+1} - \bar{x}^p} \leq \frac{\bar{y}^{p+1} - \bar{y}^p}{\bar{x}^{p+1} - \bar{x}^p} \bar{y}^{p-1} + \frac{\bar{x}^p - \bar{x}^{p-1}}{\bar{x}^{p+1} - \bar{x}^p} \bar{y}^{p+1}.
\]

From (6) and (7), we can see that \( f(x) \) in \( \bar{x}^{p-1} \leq x \leq \bar{x}^{p+1} \) is a part of convex polygon whose vertices are \( \bar{y}^{p-1}, \bar{y}^p \) and \( \bar{y}^{p+1} \). Because every three adjacent vertices \( \bar{y}^{p-1}, \bar{y}^p \) and \( \bar{y}^{p+1} \) for \( 2 \leq p \leq M - 1 \) constitute the convex polygon, the whole polygon is also convex and piecewise linear (or affine) as shown in Fig. 5.

![Fig. 5. \( f(x) \) as a part of a convex polygon.](image)

### III. Universal Approximator of SISO Convex Function

Several results (e.g., [9]-[22]) show that a fuzzy system can approximate any continuous or smooth function on a compact set to an arbitrary degree of accuracy. In this section, we prove in a constructive manner that the developed SISO CFS can approximate any continuously differentiable SISO convex function on a compact set to any required accuracy. In developing a SISO CFS, we first need information available on the target function \( g(x) : U \subset \mathbb{R} \rightarrow V \subset \mathbb{R} \). In practical problems, the mathematical model of target function \( g(x) \) is usually unknown but we have input-output data pairs \((x^j, g(x^j))\) where \( j = 1, \ldots, r \) and \( r \) is the number of data pairs [9]. In this section, it is assumed that the output of the target function is convex with respect to its input. Based on this priori information about \( g(x) \), we construct a SISO CFS as follows.

1) Define \( M \) fuzzy sets \( A^1, \ldots, A^M \) in \([\alpha, \beta] \subset U\), which are characterized by triangular membership functions with conditions 1) and 2) in Theorem 1. And define \( \alpha = \bar{x}^1 \) and \( \beta = \bar{x}^M \). The triangular membership functions are as follows:
\[
\mu_{A^1}(x) = \mu_{A^1}(x; \bar{x}^1, \bar{x}^1, \bar{x}^2), \quad \mu_{A^p}(x) = \mu_{A^p}(x; \bar{x}^{p-1}, \bar{x}^p, \bar{x}^{p+1})
\]
for \( 2 \leq p \leq M - 1 \) and
\[
\mu_{A^M}(x) = \mu_{A^M}(x; \bar{x}^{M-1}, \bar{x}^M, \bar{x}^M).
\]

2) Construct IF-THEN rules for the SISO CFS as follows:
\[
R^l : \text{IF } x \text{ is } A^l \text{ THEN } y \text{ is } B^l
\]
where \( 1 \leq l \leq M \) (same as (1)). Set the consequent part parameters to
\[
\bar{y}^p = f(\bar{x}^p) = g(\bar{x}^p).
\]

Because \( g(x) \) is convex, it satisfies condition 3) in Theorem 1. In fact, for \((\bar{x}^{p-1}, \bar{y}^{p-1}), (\bar{x}^p, \bar{y}^p)\) and \((\bar{x}^{p+1}, \bar{y}^{p+1})\), we have
\[
\begin{align*}
g(\bar{x}^{p+1}) & \leq \frac{\bar{x}^{p+1} - \bar{x}^p}{\bar{x}^{p+1} - \bar{x}^{p-1}} \bar{y}^{p-1} + \frac{\bar{x}^p - \bar{x}^{p-1}}{\bar{x}^{p+1} - \bar{x}^{p-1}} \bar{y}^{p+1} \\
& = \frac{\bar{x}^{p+1} - \bar{x}^p}{\bar{x}^{p+1} - \bar{x}^{p-1}} g(\bar{x}^{p-1}) + \frac{\bar{x}^p - \bar{x}^{p-1}}{\bar{x}^{p+1} - \bar{x}^{p-1}} g(\bar{x}^{p+1}).
\end{align*}
\]

for \( 2 \leq p \leq M - 1 \).

3) Through the previous steps, we can construct a fuzzy system with the form of (2). Because it satisfies all conditions in Theorem 1, it is the SISO CFS. Now we prove that the constructed SISO CFS can serve as a universal approximator to any continuously differentiable SISO convex function.

**Theorem 2**: Let \( f(x) \) be the constructed SISO CFS and \( g(x) \) be the target function with the convexity. If \( g(x) \) is continuously differentiable on \( U = [\alpha, \beta] \subset \mathbb{R} \), then
\[
\| g - f \|_\infty \leq \left\| \frac{\partial g}{\partial x} \right\|_\infty h.
\]
IV. Simulation Examples

A. Convex Function Approximation

We give an example that shows how to generate a SISO CFS based on Theorem 1 and Theorem 2. As a target function, we select the following SISO convex function:

$$g(x) = x^2$$

where $x \in U = [-1, 1]$. Because $\frac{\partial^2 g}{\partial x^2} = 2 > 0$ in $\mathbb{R}$, it is convex in $U$. To use the result of Theorem 2, we assume that we can know the bound of derivative of given target function with respect to its input.

$$\left\|\frac{\partial g}{\partial x}\right\|_{\infty} = 2$$

in $U$.

![Figure 6](image-url)  
Fig. 6. Triangular membership functions to implement SISO CFS when $\epsilon = 0.8$.

![Figure 7](image-url)  
Fig. 7. The graphs of target function (dotted line) and SISO CFS (solid line) when $\epsilon = 0.8$.

If $\epsilon = 0.8$, $\left\|g(x) - f(x)\right\|_{\infty} \leq \left\|\frac{\partial g}{\partial x}\right\|_{\infty} h = 2h = 0.8$. So $h = 0.4$ meets the requirement and we need 6 fuzzy sets. In developing a SISO CFS, we use triangular membership functions as shown in Fig. 6 and arrange their center $\bar{x}^p$ at $-1.4 + p \times 0.4$ where $1 \leq p \leq 6$. And we set the consequent...
parameter $\tilde{y}^p$ to $g(\tilde{x}^p)$ to satisfy condition 3) in Theorem 1. Then the developed SISO CFS is given by

$$y = f(x) = \frac{\sum_{l=1}^{6} g(\tilde{x}^l) \cdot \mu_{A_l}(x)}{\sum_{l=1}^{6} \mu_{A_l}(x)}$$

whose graph is given in Fig. 7. The result graph is convex with respect to $x$. However, it shows the large gap between target function and SISO CFS due to the linearity of triangular membership function. To approximate $g(x)$ with a smooth CFS, we may reduce $\epsilon$ by using more fuzzy sets in $x$ axis. For example, if $\epsilon = 0.4$, then $h = 0.2$ meets the requirement and we need 11 fuzzy sets for input space. Through the same procedure in the case of $\epsilon = 0.8$, we arrange the triangular membership functions and set the consequent parameters. Then, the developed CFS is shown in Fig. 8, which looks almost the same as the target function.

B. Comparison between CFS and Conventional Fuzzy System

In this section, we compare CFSs with conventional fuzzy systems through simple identification example. We select (11) as a target function. We arrange 6 membership functions for input space as shown in Fig. 6 and select data pairs from the target function. To consider noise effect as in practical situations, we add random noise uniformly distributed in $[-0.3, 0.3]$ to output data. Then the output of the developed fuzzy system is given by

$$y = f(x) = \frac{\sum_{l=1}^{6} \tilde{y}^l \cdot \mu_{A_l}(x)}{\sum_{l=1}^{6} \mu_{A_l}(x)}.$$ 

To determine $\tilde{y}^l$, we use LS [7]. We compare two methods. One is the conventional least squares (LS) and the other is the constrained LS by condition 3) in Theorem 1. The fuzzy system trained by the latter method is SISO CFS. When the number of data pairs is 21, the results are shown in Fig. 9 and Fig. 10.

The root mean square error (RMSE) between the identification results and the target function are given in TABLE I. From the results, the developed CFSs are shown to perform better than the conventional fuzzy systems. It is mainly

<table>
<thead>
<tr>
<th>System</th>
<th>The number of data pairs</th>
<th>The number of evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convex Fuzzy System</td>
<td>0.3233, 0.2936, 0.3668</td>
<td>6, 11, 21</td>
</tr>
<tr>
<td>Conventional Fuzzy System</td>
<td>0.3424, 0.3412, 0.4035</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 8. The graphs of target function (dotted line) and SISO CFS (solid line) when $\epsilon = 0.4$.

Fig. 9. The identification result of conventional fuzzy system (black line: identification result, dotted line: target function, circle: noisy input-output pairs).

Fig. 10. The identification result of CFS (black line: identification result, dotted line: target function, circle: noisy input-output pairs).
because the conventional fuzzy systems are over-fitted to the given noisy data pairs, but the CFSs are not just fitted to the data due to the convexity.

V. CONCLUSIONS

In this paper, we derived sufficient conditions for a fuzzy system to guarantee the convex input-output relationship. Suggested conditions are derived for a SISO case. And the conditions are composed of two parts: the constraint on input membership functions and the constraint on the consequent parameters. A fuzzy system constrained by these conditions is of a piecewise linear (or affine) convex model. And we showed the approximation property of SISO CFS for continuously differentiable SISO convex function. Through simulation examples, we developed the SISO CFS for approximating the target function with convexity and showed that the developed CFS are better than a conventional fuzzy system in the convex function identification.
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